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INTRODUCTION

provide, in particular, a satisfactory grammar of English. Finally, we shall suggest that this purely formal investigation of the structure of language has certain interesting implications for semantic studies.¹

THE INDEPENDENCE OF GRAMMAR

2.1 From now on I will consider a language to be a set (finite or infinite) of sentences, each finite in length and constructed out of a finite set of elements. All natural languages in their spoken or written form are languages in this sense, since each natural language has a finite number of phonemes (or letters in its alphabet) and each sentence is representable as a finite sequence of these phonemes (or letters), though there are infinitely many sentences. Similarly, the set of 'sentences' of some formalized system of mathematics can be considered a language. The fundamental aim in the linguistic analysis of a language L is to separate the grammatical sequences which are the sentences of L from the ungrammatical sequences which are not sentences of L and to study the structure of the grammatical sequences. The grammar of L will thus be a device that generates all of the grammatical sequences of L and none of the ungrammatical ones. One way to test the adequacy of a grammar proposed for L is to determine whether or not the sequences that it generates are actually grammatical, i.e., acceptable to a native speaker, etc. We can take certain steps towards providing a behavioral criterion for grammaticalness so that this test of adequacy can be carried out. For the purposes of this discussion, however, suppose that we assume intuitive knowledge of the grammatical sentences of English and ask what sort of grammar will be able to do the job of producing these in some effective and illuminating way. We thus face a familiar task of explication of some intuitive concept—in this case, the concept "grammatical in English," and more generally, the concept "grammatical."

Notice that in order to set the aims of grammar significantly it is sufficient to assume a partial knowledge of sentences and non-

¹ The motivation for the particular orientation of the research reported here is discussed below in § 6.
sentences. That is, we may assume for this discussion that certain sequences of phonemes are definitely sentences, and that certain other sequences are definitely non-sentences. In many intermediate cases we shall be prepared to let the grammar itself decide, when the grammar is set up in the simplest way so that it includes the clear sentences and excludes the clear non-sentences. This is a familiar feature of explication. A certain number of clear cases, then, will provide us with a criterion of adequacy for any particular grammar. For a single language, taken in isolation, this provides only a weak test of adequacy, since many different grammars may handle the clear cases properly. This can be generalized to a very strong condition, however, if we insist that the clear cases be handled properly for each language by grammars all of which are constructed by the same method. That is, each grammar is related to the corpus of sentences in the language it describes in a way fixed in advance for all grammars by a given linguistic theory. We then have a very strong test of adequacy for a linguistic theory that attempts to give a general explanation for the notion "grammatical sentence" in terms of "observed sentence," and for the set of grammars constructed in accordance with such a theory. It is furthermore a reasonable requirement, since we are interested not only in particular languages, but also in the general nature of Language. There is a great deal more that can be said about this crucial topic, but this would take us too far afield. Cf. § 6.

2.2 On what basis do we actually go about separating grammatical sentences from ungrammatical sequences? I shall not attempt to give a complete answer to this question here (cf. §§ 6,7), but I would like to point out that several answers that immediately suggest themselves could not be correct. First, it is obvious that the set of grammatical sentences cannot be identified with any particular corpus of utterances obtained by the linguist in his field work. Any grammar of a language will project the finite and somewhat accidental corpus of observed utterances to a set (presumably infinite) of grammatical utterances. In this respect, a grammar mirrors the behavior of the speaker who, on the basis of a finite and accidental experience with language, can produce or understand an indefinite number of new sentences. Indeed, any explication of the notion "grammatical in L" (i.e., any characterization of "grammatical in L" in terms of "observed utterance of L") can be thought of as offering an explanation for this fundamental aspect of linguistic behavior.

2.3 Second, the notion "grammatical" cannot be identified with "meaningful" or "significant" in any semantic sense. Sentences (1) and (2) are equally nonsensical, but any speaker of English will recognize that only the former is grammatical.

(1) Colorless green ideas sleep furiously.
(2) Furiously sleep ideas green colorless.

Similarly, there is no semantic reason to prefer (3) to (5) or (4) to (6), but only (3) and (4) are grammatical sentences of English.

(3) have you a book on modern music?
(4) the book seems interesting.
(5) read you a book on modern music?
(6) the child seems sleeping.

Such examples suggest that any search for a semantically based definition of "grammaticalness" will be futile. We shall see, in fact, in § 7, that there are deep structural reasons for distinguishing (3) and (4) from (5) and (6); but before we are able to find an explanation for such facts as these we shall have to carry the theory of syntactic structure a good deal beyond its familiar limits.

2.4 Third, the notion "grammatical in English" cannot be identi-
fied in any way with the notion "high order of statistical approximation to English." It is fair to assume that neither sentence (1) nor (2) (nor indeed any part of these sentences) has ever occurred in an English discourse. Hence, in any statistical model for grammaticalness, these sentences will be ruled out on identical grounds as equally 'remote' from English. Yet (1), though nonsensical, is grammatical, while (2) is not. Presented with these sentences, a speaker of English will read (1) with a normal sentence intonation, but he will read (2) with a falling intonation on each word; in fact, with just the intonation pattern given to any sequence of unrelated words. He treats each word in (2) as a separate phrase. Similarly, he will be able to recall (1) much more easily than (2), to learn it much more quickly, etc. Yet he may never have heard or seen any pair of words from these sentences joined in actual discourse. To choose another example, in the context "I saw a fragile—," the words "whale" and "of" may have equal (i.e., zero) frequency in the past linguistic experience of a speaker who will immediately recognize that one of these substitutions, but not the other, gives a grammatical sentence. We cannot, of course, appeal to the fact that sentences such as (1) 'might' be uttered in some sufficiently far-fetched context, while (2) would never be, since the basis for this differentiation between (1) and (2) is precisely what we are interested in determining.

Evidently, one's ability to produce and recognize grammatical utterances is not based on notions of statistical approximation and the like. The custom of calling grammatical sentences those that "can occur", or those that are "possible", has been responsible for some confusion here. It is natural to understand "possible" as meaning "highly probable" and to assume that the linguist's sharp distinction between grammatical and ungrammatical is motivated by a feeling that since the 'reality' of language is too complex to be described completely, he must content himself with a schematized

Below we shall suggest that this sharp distinction may be modified in favor of a notion of levels of grammaticalness. But this has no bearing on the point at issue here. Thus (1) and (2) will be at different levels of grammaticalness even if (1) is assigned a lower degree of grammaticalness than, say, (3) and (4); but they will be at the same level of statistical remoteness from English. The same is true of an indefinite number of similar pairs.


We return to the question of the relation between semantics and syntax in §§ 8, 9, where we argue that this relation can only be studied after the syntactic structure has been determined on independent grounds. I think that much the same thing is true of the relation between syntactic and statistical studies of language. Given the grammar of a language, one can study the use of the language statistically in various ways; and the development of probabilistic models for the use of language (as distinct from the syntactic structure of language) can be quite rewarding. Cf. B. Mandelbrot, "Structure formelle des textes et communication: deux études," Word 10.1-27 (1954); H. A. Simon, "On a class of skew distribution functions," Biometrika 42.425-40 (1955).

One might seek to develop a more elaborate relation between statistical and syntactic structure than the simple order of approximation model we have rejected. I would certainly not care to argue that any such relation is unthinkable, but I know of no suggestion to this effect that does not have obvious flaws. Notice, in particular, that for any sentence whose first few words may occur as the beginning of a grammatical sentence $S_1$ and whose last few words may occur as the ending of some grammatical sentence $S_2$, but where $S_1$ must be distinct from $S_2$. For example, consider the sequences of the form "the man who ... are here," where ... may be a verb phrase of arbitrary length. Notice also that we can have new but perfectly grammatical sequences of word classes, e.g., a sequence of adjectives longer than any ever before produced in the context "I saw a — house." Various attempts to explain the grammatical-ungrammatical distinction, as in the case of (1), (2), on the basis of frequency of sentence type, order of approximation of word class sequences, etc., will run afoul of numerous facts like these.
3.1 Assuming the set of grammatical sentences of English to be given, we now ask what sort of device can produce this set (equivalently, what sort of theory gives an adequate account of the structure of this set of utterances). We can think of each sentence of this set as a sequence of phonemes of finite length. A language is an enormously involved system, and it is quite obvious that any attempt to present directly the set of grammatical phoneme sequences would lead to a grammar so complex that it would be practically useless. For this reason (among others), linguistic description proceeds in terms of a system of "levels of representations." Instead of stating the phonemic structure of sentences directly, the linguist sets up such 'higher level' elements as morphemes, and states separately the morphemic structure of sentences and the phonemic structure of morphemes. It can easily be seen that the joint description of these two levels will be much simpler than a direct description of the phonemic structure of sentences.

Let us now consider various ways of describing the morphemic structure of sentences. We ask what sort of grammar is necessary to generate all the sequences of morphemes (or words) that constitute grammatical English sentences, and only these.

One requirement that a grammar must certainly meet is that it be finite. Hence the grammar cannot simply be a list of all morpheme (or word) sequences, since there are infinitely many of these. A familiar communication theoretic model for language suggests a way out of this difficulty. Suppose that we have a machine that can be in any one of a finite number of different internal states, and suppose that this machine switches from one state to another by producing a certain symbol (let us say, an English word). One of these states is an initial state; another is a final state. Suppose that the machine begins in the initial state, runs through a sequence of states (producing a word with each transition), and ends in the final state. Then we call the sequence of words that has been produced a "sentence". Each such machine thus defines a certain language; namely, the set of sentences that can be produced in this way. Any language that can be produced by a machine of this sort we call a finite state language; and we can call the machine itself a finite state grammar. A finite state grammar can be represented graphically in the form of a "state diagram". For example, the grammar that produces just the two sentences "the man comes" and "the men come" can be represented by the following state diagram:

![State Diagram](image)

We can extend this grammar to produce an infinite number of sentences by adding closed loops. Thus the finite state grammar of the subpart of English containing the above sentences in addition to "the old man comes", "the old old man comes", ..., "the old men come", "the old old men come", ..., can be represented by the following state diagram:

![State Diagram](image)

---

Given a state diagram, we produce a sentence by tracing a path from the initial point on the left to the final point on the right, always proceeding in the direction of the arrows. Having reached a certain point in the diagram, we can proceed along any path leading from this point, whether or not this path has been traversed before in constructing the sentence in question. Each node in such a diagram thus corresponds to a state of the machine. We can allow transition from one state to another in several ways, and we can have any number of closed loops of any length. The machines that produce languages in this manner are known mathematically as “finite state Markov processes.” To complete this elementary communication theoretic model for language, we assign a probability to each transition from state to state. We can then calculate the “uncertainty” associated with each state and we can define the “information content” of the language as the average uncertainty, weighted by the probability of being in the associated states. Since we are studying grammatical, not statistical structure of language here, this generalization does not concern us.

This conception of language is an extremely powerful and general one. If we can adopt it, we can view the speaker as being essentially a machine of the type considered. In producing a sentence, the speaker begins in the initial state, produces the first word of the sentence, thereby switching into a second state which limits the choice of the second word, etc. Each state through which he passes represents the grammatical restrictions that limit the choice of the next word at this point in the utterance.3

In view of the generality of this conception of language, and its utility in such related disciplines as communication theory, it is important to inquire into the consequences of adopting this point of view in the syntactic study of some language such as English or a formalized system of mathematics. Any attempt to construct a finite state grammar for English runs into serious difficulties and complications at the very outset, as the reader can easily convince himself. However, it is unnecessary to attempt to show this by example, in view of the following more general remark about English:

(9) English is not a finite state language.

That is, it is impossible, not just difficult, to construct a device of the type described above (a diagram such as (7) or (8)) which will produce all and only the grammatical sentences of English. To demonstrate (9) it is necessary to define the syntactic properties of English more precisely. We shall proceed to describe certain syntactic properties of English which indicate that, under any reasonable delimitation of the set of sentences of the language, (9) can be regarded as a theorem concerning English. To go back to the question asked in the second paragraph of § 3, (9) asserts that it is not possible to state the morphemic structure of sentences directly by means of some such device as a state diagram, and that the Markov process conception of language outlined above cannot be accepted, at least for the purposes of grammar.

3.2 A language is defined by giving its ‘alphabet’ (i.e., the finite set of symbols out of which its sentences are constructed) and its grammatical sentences. Before investigating English directly, let us consider several languages whose alphabets contain just the letters a, b, and whose sentences are as defined in (10i–iii):

(10) (i) ab, aabb, aaabbb, ..., and in general, all sentences consisting of n occurrences of a followed by n occurrences of b and only these;
(ii) aa, bb, aba, baab, aaaa, bbbb, aabbaa, abbbaa, ..., and in general, all sentences consisting of a string X followed by the ‘mirror image’ of X (i.e., X in reverse), and only these;
(iii) aa, bb, abab, baba, aaaa, bbbb, aababa, abbbba, ..., and in general, all sentences consisting of a string X of a’s and b’s followed by the identical string X, and only these.

We can easily show that each of these three languages is not a finite state language. Similarly, languages such as (10) where the a’s and b’s in question are not consecutive, but are embedded in other

3 This is essentially the model of language that Hockett develops in A manual of phonology (Baltimore, 1955), 2.
strings, will fail to be finite state languages under quite general conditions.\(^3\)

But it is clear that there are subparts of English with the basic form of (10i) and (10ii). Let \(S_1, S_2, S_3, \ldots \) be declarative sentences in English. Then we can have such English sentences as:

(11) (i) If \(S_1\), then \(S_2\).
(ii) Either \(S_n\) or \(S_1\).
(iii) The man who said that \(S_n\) is arriving today.

In (11i), we cannot have “or” in place of “then”; in (11ii), we cannot have “then” in place of “or”; in (11iii), we cannot have “are” instead of “is”. In each of these cases there is a dependency between words on opposite sides of the comma (i.e., “if”–“then”, “either”–“or”, “man”–“is”). But between the interdependent words, in each case, we can insert a declarative sentence \(S_1, S_2, S_3\), and this declarative sentence may in fact be one of (11i–iii). Thus if in (11i) we take \(S_1\) as (11ii) and \(S_2\) as (11iii), we will have the sentence:

(12) if, either (11iii), or \(S_n\), then \(S_2\),

and \(S_3\) in (11iii) may again be one of the sentences of (11). It is clear, then, that in English we can find a sequence \(a + S_1 + b\), where there is a dependency between \(a\) and \(b\), and we can select as \(S_1\) another sequence containing \(c + S_2 + d\), where there is a dependency between \(c\) and \(d\), then select as \(S_2\) another sequence of this form, etc. A set of sentences that is constructed in this way (and we see from (11) that there are several possibilities available for such construction – (11) comes nowhere near exhausting these possibilities) will have all of the mirror image properties of (10ii) which exclude (10ii) from the set of finite state languages. Thus we can find various kinds of non-

\(^3\) See my “Three models for the description of language,” I.R.E. Transactions on Information Theory, vol. IT-2, Proceedings of the symposium on Information theory, Sept., 1956, for a statement of such conditions and a proof of (9). Notice in particular that the set of well-formed formulas of any formalized system of mathematics or logic will fail to constitute a finite state language, because of paired parentheses or equivalent restrictions.

finite state models within English. This is a rough indication of the lines along which a rigorous proof of (9) can be given, on the assumption that such sentences as (11) and (12) belong to English, while sentences that contradict the cited dependencies of (11) (e.g., “either \(S_1\), then \(S_2\)”, etc.) do not belong to English. Note that many of the sentences of the form (12), etc., will be quite strange and unusual (they can often be made less strange by replacing “if” by “whenever”, “on the assumption that”, “if it is the case that”, etc., without changing the substance of our remarks). But they are all grammatical sentences, formed by processes of sentence construction so simple and elementary that even the most rudimentary English grammar would contain them. They can be understood, and we can even state quite simply the conditions under which they can be true. It is difficult to conceive of any possible motivation for excluding them from the set of grammatical English sentences. Hence it seems quite clear that no theory of linguistic structure based exclusively on Markov process models and the like, will be able to explain or account for the ability of a speaker of English to produce and understand new utterances, while he rejects other new sequences as not belonging to the language.

3.3 We might arbitrarily decree that such processes of sentence formation in English as those we are discussing cannot be carried out more than \(n\) times, for some fixed \(n\). This would of course make English a finite state language, as, for example, would a limitation of English sentences to length of less than a million words. Such arbitrary limitations serve no useful purpose, however. The point is that there are processes of sentence formation that finite state grammars are intrinsically not equipped to handle. If these processes have no finite limit, we can prove the literal inapplicability of this elementary theory. If the processes have a limit, then the construction of a finite state grammar will not be literally out of the question, since it will be possible to list the sentences, and a list is essentially a trivial finite state grammar. But this grammar will be so complex that it will be of little use or interest. In general, the assumption that languages are infinite is made in order to simplify
the description of these languages. If a grammar does not have recursive devices (closed loops, as in (8), in the finite state grammar) it will be prohibitively complex. If it does have recursive devices of some sort, it will produce infinitely many sentences.

In short, the approach to the analysis of grammaticality suggested here in terms of a finite state Markov process that produces sentences from left to right, appears to lead to a dead end just as surely as the proposals rejected in §2. If a grammar of this type produces all English sentences, it will produce many non-sentences as well. If it produces only English sentences, we can be sure that there will be an infinite number of true sentences, false sentences, reasonable questions, etc., which it simply will not produce.

The conception of grammar which has just been rejected represents in a way the minimal linguistic theory that merits serious consideration. A finite state grammar is the simplest type of grammar which, with a finite amount of apparatus, can generate an infinite number of sentences. We have seen that such a limited linguistic theory is not adequate; we are forced to search for some more powerful type of grammar and some more 'abstract' form of linguistic theory. The notion of "linguistic level of representation" put forth at the outset of this section must be modified and elaborated. At least one linguistic level cannot have this simple structure. That is, on some level, it will not be the case that each sentence is represented simply as a finite sequence of elements of some sort, generated from left to right by some simple device. Alternatively, we must give up the hope of finding a finite set of levels, ordered from high to low, so constructed that we can generate all utterances by stating the permitted sequences of highest level elements, the constituency of each highest level element in terms of elements of the second level, etc., finally stating the phonemic constituency of elements of the next-to-lowest level.4 At the outset of §3, we

4 A third alternative would be to retain the notion of a linguistic level as a simple linear method of representation, but to generate at least one such level from left to right by a device with more capacity than a finite state Markov process. There are so many difficulties with the notion of linguistic level based on left to right generation, both in terms of complexity of description and lack of explanatory power (cf. §8), that it seems pointless to pursue this approach any further. The grammars that we discuss below that do not generate from left to right also correspond to processes less elementary than finite state Markov processes. But they are perhaps less powerful than the kind of device that would be required for direct left-to-right generation of English. Cf. my "Three models for the description of language" for some further discussion.
4.1 Customarily, linguistic description on the syntactic level is formulated in terms of constituent analysis (parsing). We now ask what form of grammar is presupposed by description of this sort. We find that the new form of grammar is essentially more powerful than the finite state model rejected above, and that the associated concept of "linguistic level" is different in fundamental respects.

As a simple example of the new form for grammars associated with constituent analysis, consider the following:

(13) (i) Sentence→NP+VP
    (ii) NP→T+N
    (iii) VP→Verb+NP
    (iv) T→the
    (v) N→man, ball, etc.
    (vi) Verb→hit, took, etc.

Suppose that we interpret each rule \( X \to Y \) of (13) as the instruction "rewrite \( X \) as \( Y \)". We shall call (14) a derivation of the sentence "the man hit the ball," where the numbers at the right of each line of the derivation refer to the rule of the "grammar" (13) used in constructing that line from the preceding line.¹

¹ The numbered rules of English grammar to which reference will constantly be made in the following pages are collected and properly ordered in § 12, Appendix II. The notational conventions that we shall use throughout the discussion of English structure are stated in § 11, Appendix I.

In his "Axiomatic syntax: the construction and evaluation of a syntactic calculus," Language 31.409-14 (1955), Harwood describes a system of word class analysis similar in form to the system developed below for phrase structure. The system he describes would be concerned only with the relation between \( T + N + \) Verb + \( T + N \) and the + man + hit + the + ball in the example discussed in (13)–(15); i.e., the grammar would contain the "initial string" \( T + N + \) Verb + \( T + N \) and such rules as (13iv–vi). It would thus be a weaker system than the elementary theory discussed in § 3, since it could not generate an infinite language with a finite grammar. While Harwood's formal account (pp. 409–11) deals only with word class analysis, the linguistic application (p. 412) is a case of immediate constituent analysis, with the classes Cl., m. presumably taken to be classes of word sequences. This extended application is not quite compatible with the formal account, however. For example, none of the proposed measures of goodness of fit can stand without revision under this reinterpretation of the formalism.

Thus the second line of (14) is formed from the first line by rewriting Sentence as \( NP + VP \) in accordance with rule (i) of (13); the third line is formed from the second by rewriting \( NP \) as \( T + N \) in accordance with rule (ii) of (13); etc. We can represent the derivation (14) in an obvious way by means of the following diagram:

(15)
Given (14), we can construct (15) uniquely, but not vice versa, since it is possible to construct a derivation that reduces to (15) with a different order of application of the rules. The diagram (15) retains just what is essential in (14) for the determination of the phrase structure (constituent analysis) of the derived sentence “the man hit the ball.” A sequence of words of this sentence is a constituent of type Z if we can trace this sequence back to a single point of origin in (15), and this point of origin is labelled Z. Thus “hit the ball” can be traced back to VP in (15); hence “hit the ball” is a VP in the derived sentence. But “man hit” cannot be traced back to any single point of origin in (15); hence “man hit” is not a constituent at all.

We say that two derivations are equivalent if they reduce to the same diagram of the form (15). Occasionally, a grammar may permit us to construct nonequivalent derivations for a given sentence. Under these circumstances, we say that we have a case of “constructional homonymity”, and if our grammar is correct, this sentence of the language should be ambiguous. We return to the important notion of constructional homonymity below.

One generalization of (13) is clearly necessary. We must be able to limit application of a rule to a certain context. Thus T can be rewritten a if the following noun is singular, but not if it is plural; similarly, Verb can be rewritten “hits” if the preceding noun is man, but not if it is men. In general, if we wish to limit the rewriting of $X$ as $Y$ to the context $Z - W$, we can state in the grammar the rule

$$(16) \quad Z + X + W \rightarrow Z + Y + W.$$ 

For example, in the case of singular and plural verbs, instead of having $\text{Verb} \rightarrow \text{hits}$ as an additional rule of (13), we should have

$$(17) \quad NP_{sing} + \text{Verb} \rightarrow NP_{sing} + \text{hits}$$

indicating that $\text{Verb}$ is rewritten $\text{hits}$ only in the context $NP_{sing}$.

---


Correspondingly, (13ii) will have to be restated to include $NP_{sing}$ and $NP_{pl}$. This is a straightforward generalization of (13). One feature of (13) must be preserved, however, as it is in (17): only a single element can be rewritten in any single rule; i.e., in (16), $X$ must be a single symbol such as $T$, $\text{Verb}$, and not a sequence such as $T + N$. If this condition is not met, we will not be able to recover properly the phrase structure of derived sentences from the associated diagrams of the form (15), as we did above.

We can now describe more generally the form of grammar associated with the theory of linguistic structure based upon constituent analysis. Each such grammar is defined by a finite set $\Sigma$ of initial strings and a finite set $F$ of ‘instruction formulas’ of the form $X \rightarrow Y$ interpreted: “rewrite $X$ as $Y$.” Though $X$ need not be a single symbol, only a single symbol of $X$ can be rewritten in forming $Y$. In the grammar (13), the only member of the set $\Sigma$ of initial strings was the single symbol $\text{Sentence}$, and $F$ consisted of the rules (i) – (vi); but we might want to extend $\Sigma$ to include, for example, Declarative Sentence, Interrogative Sentence, as additional symbols. Given the grammar $[\Sigma, F]$, we define a derivation as a finite sequence of strings, beginning with an initial string of $\Sigma$, and with each string in the sequence being derived from the preceding string by application of one of the instruction formulas of $F$. Thus (14) is a derivation, and the five-termed sequence of strings consisting of the first five lines of (14) is also a derivation. Certain derivations are terminated derivations, in the sense that their final string cannot be rewritten any further by the rules $F$. Thus (14) is a terminated derivation, but the sequence consisting of the first five
4.2 In §3 we considered languages, called "finite state languages", which were generated by finite state Markov processes. Now we are considering terminal languages that are generated by systems of the form \([\Sigma, F]\). These two types of languages are related in the following way:

Theorem: Every finite state language is a terminal language, but there are terminal languages which are not finite state languages.

The import of this theorem is that description in terms of phrase structure is essentially more powerful than description in terms of the elementary theory presented above in §3. As examples of terminal languages that are not finite state languages we have the languages (10i), (10ii) discussed in §3. Thus the language (10i), consisting of all and only the strings \(ab, aabb, aaabbb, \ldots\) can be produced by the \([\Sigma, F]\) grammar (18).

(18) \[
\begin{align*}
\Sigma: & \quad Z \\
F: & \quad Z \rightarrow ab \\
& \quad Z \rightarrow aZb
\end{align*}
\]

\(^4\) See my "Three models for the description of language" (above, p. 22, fn. 3) for proofs of this and related theorems about relative power of grammars.

This grammar has the initial string \(Z\) (as (13) has the initial string \(\text{Sentence}\)) and it has two rules. It can easily be seen that each terminated derivation constructed from (18) ends in a string of the language (10i), and that all such strings are produced in this way. Similarly, languages of the form (10ii) can be produced by \([\Sigma, F]\) grammars (10iii), however, cannot be produced by a grammar of this type, unless the rules embody contextual restrictions.\(^5\)

In §3 we pointed out that the languages (10i) and (10ii) correspond to subparts of English, and that therefore the finite state Markov process model is not adequate for English. We now see that the phrase structure model does not fail in such cases. We have not proved the adequacy of the phrase structure model, but we have shown that large parts of English which literally cannot be described in terms of the finite-state process model can be described in terms of phrase structure.

Note that in the case of (18), we can say that in the string \(aaabbb\) of (10i), for example, \(ab\) is a \(Z\), \(aabb\) is a \(Z\), and \(aaabbb\) itself is a \(Z\).\(^6\) Thus this particular string contains three 'phrases,' each of which is a \(Z\). This is, of course, a very trivial language. It is important to observe that in describing this language we 'have introduced a symbol \(Z\) which is not contained in the sentences of this language. This is the essential fact about phrase structure which gives it its 'abstract' character.

Observe also that in the case of both (13) and (18) (as in every system of phrase structure), each terminal string has many different representations. For example, in the case of (13), the terminal string "the man hit the ball" is represented by the strings \(\text{Sentence}, NP+VP, T+N+VP\), and all the other lines of (14), as well as by such strings as \(NP+\text{Verb}+NP, T+N+\text{hit}+NP\), which would occur in other derivations equivalent to (14) in the sense there defined. On the level of phrase structure, then, each sentence of the language is represented by a set of strings, not by a single string as it

\(^5\) See my "On certain formal properties of grammars", *Information and Control* 2, 133-167 (1959).

\(^6\) Where "is a" is the relation defined in §4.1 in terms of such diagrams as (15).
is on the level of phonemes, morphemes, or words. Thus phrase structure, taken as a linguistic level, has the fundamentally different and nontrivial character which, as we saw in the last paragraph of § 3, is required for some linguistic level. We cannot set up a hierarchy among the various representations of "the man hit the ball"; we cannot subdivide the system of phrase structure into a finite set of levels, ordered from higher to lower, with one representation for each sentence on each of these sublevels. For example, there is no way of ordering the elements NP and VP relative to one another. Noun phrases are contained within verb phrases, and verb phrases within noun phrases, in English. Phrase structure must be considered as a single level, with a set of representations for each sentence of the language. There is a one-one correspondence between the properly chosen sets of representations, and diagrams of the form (15).

4.3 Suppose that by a [Σ, F] grammar we can generate all of the grammatical sequences of morphemes of a language. In order to complete the grammar we must state the phonemic structure of these morphemes, so that the grammar will produce the grammatical phoneme sequences of the language. But this statement (which we would call the morphophonemics of the language) can also be given by a set of rules of the form "rewrite X as Y", e.g., for English,

(19) (i)  \( walk \rightarrow /wɛk/ \)
(ii)  \( take + past \rightarrow /tuk/ \)
(iii)  \( hit + past \rightarrow /hit/ \)
(iv)  \( \ldots D/ + past \rightarrow \ldots D/ + /d/ \) (where \( D = /t/ \) or \( /d/ \))
(v)  \( \ldots C_{\text{unv}}/ + past \rightarrow \ldots C_{\text{unv}}/ + /t/ \) (where \( C_{\text{unv}} \) is an unvoiced consonant)
(vi)  \( past \rightarrow /d/. \)
(vii)  \( take \rightarrow /tey/ \)

e tc.

or something similar. Note, incidentally, that order must be defined among these rules — e.g., (ii) must precede (v) or (vii), or we will derive such forms as /teykt/ for the past tense of take. In these

morphophonemic rules we need no longer require that only a single symbol be rewritten in each rule.

We can now extend the phrase structure derivations by applying (19), so that we have a unified process for generating phoneme sequence from the initial string Sentence. This makes it appear as though the break between the higher level of phrase structure and the lower levels is arbitrary. Actually, the distinction is not arbitrary. For one thing, as we have seen, the formal properties of the rules \( X \rightarrow Y \) corresponding to phrase structure are different from those of the morphophonemic rules, since in the case of the former we must require that only a single symbol be rewritten. Second, the elements that figure in the rules (19) can be classified into a finite set of levels (e.g., phonemes and morphemes; or, perhaps, phonemes, morphophonemes, and morphemes) each of which is elementary in the sense that a single string of elements of this level is associated with each sentence as its representation on this level (except in cases of homonymity), and each such string represents a single sentence. But the elements that appear in the rules corresponding to phrase structure cannot be classified into higher and lower levels in this way. We shall see below that there is an even more fundamental reason for marking this subdivision into the higher level rules of phrase structure and the lower level rules that convert strings of morphemes into strings of phonemes.

The formal properties of the system of phrase structure make an interesting study, and it is easy to show that further elaboration of the form of grammar is both necessary and possible. Thus it can easily be seen that it would be quite advantageous to order the rules of the set F so that certain of the rules can apply only after others have applied. For example, we should certainly want all rules of the form (17) to apply before any rule which enables us to rewrite \( NP \) as \( NP + Preposition + NP \), or the like; otherwise the grammar will produce such nonsentences as "the men near the truck begins work at eight." But this elaboration leads to problems that would carry us beyond the scope of this study.